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		Abstract

		Virtual simulation of human  faces and facial movements has challenged  media artists and

		computer scientists since  the first realistic 3D renderings of a human  face by Fred Parke in 1972.

		Today,	a range of software and techniques  are available for modelling virtual  characters and

		their facial behavior in immersive  environments, such as computer  games or storyworlds.

		However, applying these  techniques often requires large teams with  multidisciplinary expertise,

		extensive amount of manual  labour, as well as financial conditions that  are not typically available

		for individual media artists.

		This thesis work demonstrates  how an individual artist may create  humanlike virtual characters

		– specifically their facial behaviour  – in a relatively fast and automated  manner. The method is

		based on volumetric capturing,  or photogrammetry, of a set of facial expressions  from a real

		person using a multi-camera  setup, and further applying	open source and acessible  3D

		reconstruction and re-topology  techniques and software. Furthermore,  the study discusses

		possibilities of utilizing contemporary  game engines and applications  for building settings that

		allow real-time interaction  between the user and virtual characters.

		The thesis documents an  innovative framework for the creation of  a virtual character captured

		from a real person, that can  be presented and driven in real-time, without  the need of a

		specialized team, high budget  or intensive manual labour. This workflow  is suitable for research

		groups, independent teams  and individuals seeking for the creation  of immersive and real-time

		experiences and experiments  using virtual humanlike characters.

		Keywords	virtual characters, enactive  avatar, volumetric capture, photogrammetry,  real-time

		interaction, real-time engines
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		1. Introduction

		Imagine an	immersive virtual	reality setting.	You will	ﬁnd

		yourself	in  the  prison  cell  of  some  unrecognized  country,

		locked  up with  a distressed	person.  You know  him and he

		knows  you.  By  the  tone  of the	voices  around  you  realise

		the  situation is  serious.  Your feelings	and  bodily reactions

		provoked during  the encounter are  the only way to  interact

		with	the	fellow	virtual	being	in	front	of	you.	His	facial

		expressions and body seems to respond to your feelings. Soon

		you realise that your emotional states will determine the fate

		of your fellow prisoner.
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					1.1 Mission Statement

				
					
				
					
					1.2. Actor performances and technical developments

				
			

		

		
			
					
					Since the	1970s, due	to an	increasing advancements	in computer	systems and

				
					
				
					
					Looking back  to the history of capturing  human performances, we

				
			

		

		
			
					
					digital image generation, the virtual and tridimensional representation of human

				
					
				
					
					may conveniently start  from the birth of cinema.	Actor’s performanc-

				
			

		

		
			
					
					faces became a strong subject  of research in the ﬁelds of computer graphics, me-

				
					
				
					
					es have been captured  since the invention of  the camera and screen

				
			

		

		
			
					
					dia and  related practices (Parke,  1972). Afer almost  ﬁve decades of  research as

				
					
				
					
					projections, the  main attention turned to human  activities and people

				
			

		

		
			
					
					well as  computational, technological advancements,  this continues  to be one of

				
					
				
					
					in domestic or day-to-day  environments (Lumière Brothers,  1895) but

				
			

		

		
			
					
					the greatest challenges, both from the practical and psychological points of views.

				
					
				
					
					also to the imaginary	human activities,  like men ﬂying to the moon

				
			

		

		
			
					
					is thesis has two fold aim: to cover a range of most relevant previous work con-

					ducted on this  ﬁeld, and to describe  a path of exploration  of technical solutions

					for creating a responsive humanlike facial behaviour for a  3D CG virtual charac-

					ter based on the capture of a real person. In particular, it concentrates on discuss-

					ing a speciﬁc type of  virtual character that is driven by unconscious  biofeedback

					from the user, namely, that of Enactive Avatar, and real-time artiﬁcial possibilities

					to drive such virtual  characters using game development  technologies and crea-

					tive coding solutions.

				
					
				
					
					(Méliès, 1902).  e following transition from  a live theatre perfor-

					mance on the theatre  stage to a “screen-based”  performance required

					the actors to adapt  to new ways of producing the  desired outcome, for

					instance, minimizing  their facial expressions  in a close-up shot, or be-

					ing able to repeat  their actions exactly  the similar manner throughout

					the several takes  in diﬀerent image sizes,  from wide shots to close  ups

					(Doane, 2013).  Recently, the awareness of the  quality of the actor’s

					performance that  is particularly targeted  for an animated CG char-

					acter has given  arise to research projects,  for instance the Actors and

				
			

		

		
			
					
					“Volumetrtic Intelligence”  is a term that  aims for a connection  of the technique

				
					
				
					
					Avatars interdisciplinary  project, in ZHdK by  prof. Anton Rey (2018).

				
			

		

		
			
					
					of volumetric capture to the term “Artiﬁcial Intelligence”. Since the mission of the

					workﬂow demonstrated on this thesis work is in part to create real-time possibili-

					ties that will open connections between both volumetric captured characters and

					Artiﬁcial Intelligence systems.

				
					
				
					
					New demands	for capturing	actor performances	also has	brought sig-

					niﬁcant changes to the equipment used in media productions..  Further-

					more, accelerated  technological inventions  and advancements have  al-

					lowed new artistic practices to emerge.

				
			

		

		With the  development of 3d  sofware technologies in  the ﬁeld of  visu-

		al special	eﬀects applied	in ﬁlms	and cinematic	games, it	has become

		a common  practice to	use in	the ﬁlm	productions techniques	such as

		green-screen, motion capture,  and	digital content interacting  with real

		actors (Monaco & Lindroth, 2000).
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					e ﬁrst	digitally  produced characters  date back  from 1972	with the	works of	animate so that the  facial expressions look natural. In  a natural face, all

				
			

		

		
			
					
					Fred Parke. e most  humanlike virtual character performance	as of today, can	facial movements are produced by multiplicity of complex muscular  in-

				
			

		

		
			
					
					be considered to  be Digital Andy Serkis  performance introduced by  Epic Game	teractions. To artiﬁcially produce similar behavioural dynamics requires

				
			

		

		
			
					
					and 3Lateral (2018).	to produce and animate several skeletal and muscular forms.

				
			

		

		
			
					
					Yet, many of the recent achievements in terms of creating humanlike virtual char-

					acters come from big budget cinema and  game productions. One of the research

					motivations in this thesis work is, how can one produce,  using current technolo-

					gies, believable	characters within	a framework	of less	manual  work and  lower

					costs, when  also taking  advantage of  capturing techniques  and digital  sofware

					automation and algorithms. In the following,  I will describe the process that was

					explored, in detail.

				
					
				
					
					All of these problems are enormously magniﬁed by the fact that

					we as humans have an uncanny ability to read expressions — an

					ability that  is not  merely a  learned skill,  but part of  our deep-

					rooted  instincts. For  facial expressions,	the slightest	deviation

					from  truth  is something	any  person  will immediately	detect.

					(Pighin, 2002, p. 1)

				
			

		

		However, despite of all  the challenges, a need  for a tridimensional real-

		istic human face  in virtual and immersive  environments has persisted..

		
			
					
					1.3. State-of-art in the ﬁeld and main psychological

				
					
				
					
					Techniques to  achieve this  goal are  required in  a wide  range of  appli-

				
			

		

		
			
					
					and practical challenges

				
					
				
					
					cations in high-end productions  like movies, animations and computer

				
			

		

		
			
					
					e human face and natural facial expressions are in the core of human social in-

					teraction. In order to succeed in creating a computer-generated experience where

					an artiﬁcial  face and a  human can communicate  in a way  that resembles  or re-

				
					
				
					
					games. Also at the  increasing development of technologies such  as Vir-

					tual Reality (VR) or  Augmented Reality (AR), for entertainment,  train-

					ing and commercial ﬁelds in the last decade (Zollhöfer et al., 2018).

				
			

		

		
			
					
					places a natural interaction between two humans, a range of challenges related to

				
					
				
					
					Furthermore,  when a	viewer  is placed	in  a virtual	dramatic  situation

				
			

		

		
			
					
					natural humanlike facial behaviour still have to be resolved.

				
					
				
					
					where the unpredicted behaviour  of other person, i.e., simulated digital

				
			

		

		
			
					
					In 1990, at the dawn of digital computation of human facial dynamics, Lance Wil-

					liams pointed out the challenges. e human face is an extremely geometric form

					and possess a complex  biomechanics system that can be of high  complication to

					mode and simulate (1990).  Today, the challenge is the  same. e natural human

					face is  complicated to  model as  a still  head, but  it is  even more  challenging to

				
					
				
					
					actor, aﬀects the  situation in unexpected  ways, this adds a  new dimen-

					sion and  a deeper  layer of  meanings to  the experience.	In the  ﬁeld of

					games, convincing	virtual  characters rejuvenate  with the  ability of  in-

					teracting in  a realistic  way within the  player (Kalra et  al., 1998).  In an

					immersive environments like  VR, this feeling  becomes	a strong  factor

					for the sense of presence.
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		Accordingly to  Zollhöfer et  al. (2018,  p. 1):  “Human faces  occupy a  very

		central place in human visual  perception since they play a key role in  con-

		veying identity, message, emotion, and intent”.

		In this thesis work, will be proposed a workﬂow for the creation of a realis-

		tic virtual character utilizing  volumetric capture techniques and the use of

		accessible hardware  and sofware.  Although the  creation of  realistic digi-

		tal humans is very  challenging using traditional 3D modelling  techniques,

		with the  advances in  volumetric capture  techniques, such  as photogram-

		metry and volumetric video, we can propose a new approach for this goal.

		Volumetric scanning techniques provide a fast method for constructing tri-

		dimensional meshes,	utilizing a	live-action capture	approach opposite	to

		computer modelling tools. Contemporary sofware that utilizes automation

		and artiﬁcial	intelligent based	algorithms  can to  a great  extent automate

		most of the hand work needed for the creation of a digital character.

		
			
					
					In this work, I will demonstrate and walk the reader through a  process uti-

				
					
				
					
					Figure 1:  Frederick Parke  (1972) and  Digital Emily  (Alexander,  2010).

				
			

		

		lizing capturing concepts and techniques in order to create a realistic virtual

		character from a  real person. I will focus  on automated systems instead of

		manual work and specialized labour.	My work will demonstrate how, with

		the tools	and the	development of	volumetric capture,	we can	manage to

		create a real-time animated realistic character in a faster and easier manner,

		by minimizing  the manual animation  work and signiﬁcantly  speeding up

		the process. We will  also introduce the use  of such a virtual character into

		real-time environment, in which machine learning (Artiﬁcial Intelligence),

		facial motion capture and other recently developed methods can be applied

		to production of such a character, supporting character’s unpredictable  au-

		tomated, read, more humanlike behaviour.

		16	17

		

		1.4. Related Works

		
			
					
					A large body of studies have been accumulated in the ﬁeld of realistic human

				
					
				
					
					is work also seeks to relate the researches and developments in se-

				
			

		

		
			
					
					modelling and animation over the years. However, making use of a captured

				
					
				
					
					quenced volumetric capture solutions, especially the experiments from

				
			

		

		
			
					
					workﬂow based on automation and algorithms instead of traditional tridimen-

				
					
				
					
					the volumetric capture community, such as the work of Or and Anlen

				
			

		

		
			
					
					sional modelling pipelines, is a relatively recent practice. is work is highly

				
					
				
					
					(2018), Dou et al. (2017), Scatter (2017), as well as volumetric capture

				
			

		

		
			
					
					inﬂuenced by the achievements of the USC Institute for Creative Technologies

				
					
				
					
					studios as Microsof Mixed Reality Capture Studio (2018) and Fraun-

				
			

		

		
			
					
					Especially Digital Emily (Alexander, 2010) and Digital Ira (von der Pahlen et al.,

				
					
				
					
					hofer Institute’s Volucap Studio (2018).

				
			

		

		
			
					
					2014) can be mentioned.	as works, where high-end hardware and sofware were

					created in order to achieve a realistic virtual human being,. In our case, we seek

					for the same outcome but utilizing low-end and oﬀ-the-shelf solutions available

				
					
				
					
					e uncanny valley discussions, specially the psychological research

					by Jari Kätsyri et al. (2015), Aline W. de Borst and Beatrice de Gelder

				
			

		

		
			
					
					for individual media artists.

				
					
				
					
					(2015) and Rachel McDonnell et al. (2012) are also of great value to this work, bringing and opening discussions on the way humans perceive

				
			

		

		
			
					
					e work of Zollhöfer et al. (2018) also shares similar aspects with our workﬂow.

					In their article “State of the Art on Monocular 3D Face Reconstruction, Track-

					ing, and Applications” they evaluate diﬀerent algorithms for the capture and

					reconstruction of human faces, introducing also possibilites of cpaturing actors’

					movements. With a strict engineering focus, their work communicates very well

					with the automated approach proposed in this thesis.

				
					
				
					
					and interact with virtual characters. is discussions proved to be of

					high complexity over the years and is out of the scope of this thesis,

					but still fundamental for any production focusing on virtual characters

					with a realistic approach.

				
			

		

		Out work relates to	the extended work of Mark Sagar et al. (2016) at the Labora-

		tory for Animate Technologies of Auckland University	, especially their work

		conducted on	the ways the viewer may	interact with virtual characters. e

		same is true also	with facial game technologies, especially volumetric technolo-

		gies used in games like L.A. Noire (Star, 2011) and the achievements of Ninja

		eory’s Hellblade (2017). From the scientiﬁc view-point	, the research by Mark

		Cavazza and others (2002) shares similarities	with our work, particularly related

		to character based interactive storytelling.
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					1.5. Enactive Cinema and the concept of Avatar

				
					
				
					
					action,  being those  based on  psychophysiological	data or  interac-

				
			

		

		tions such  as eye-gazing	and subtle  movements (Tikka	et al.,  2006).

		
			
					
					This thesis	work is part	of Pia Tikka’s	Enactive  Avatar project,  a follow-up of

				
					
				
					
					In this  work we also  open the possibility	for an artificial	intelligent

				
			

		

		
			
					
					her Enactive	Cinema (2008)	framework.

				
					
				
					
					system,  using machine  learning techniques	to enhance  the enactive

				
			

		

		
			
					
					“Enactive cinema  takes the simulation one  step further by letting  the viewer’s experience inﬂuence  the narrative in real  time. Being enactive  refers to en-

				
					
				
					
					relation  between the  avatar and the  viewer.

				
			

		

		gagement that is more  holistic than being interactive.”  (Tikka et al.,  2012, p. 2)

		It also  follows-up the  work of Tikka  and Hjorth  et al. (2015),	using 4K  stereo

		footage  for a proof of  concept for video	captured image,	integrating  interac-

		tive eyes  as well as  adaptive background	(Fig. 2).  This approach	has been

		later further	researched  and developed	in my thesis.

		Following Tikka,  I will systematically  use the concept of avatar to  refer toa

		virtual character  that has been created  by photogrammetry capturing  process

		of a real actress  of actor. Typically, especially  in games, avatar concept  refers to

		the agency or representative	identity of the  player or user in the virtual  story

		world. us, my concept  of avatar in this thesis  (following Pia Tikka p.c.)  is re-

		garded as a synonym  to the notion of humanlike  virtual character, and should

		be diﬀerentiated  from the more conventional use  of the concept.

		In contrast  to the general	concept of  human-computer  interaction,  the con-

		cept of  enaction conceives	in a continuous,	ubiquitous  and even unconscious

		interaction  between  the user and  the virtual  subject.  An enactive  virtual

		character  also shares  cognitive feedback,	living and  acting with  the system

		instead  of just responding	to it (Kaipainen	et al.,  2011).

		Therefore,  the enactive  interaction  unfolds no  to by direct  ways such as

		Figure 2:  Enactive Avatar  first prototype	by Tikka  & Peter Hjorth  (2015).

		clicking  interface elements	or devices,	but it emphasizes	unconscious  inter-
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		2.  Capturing process of real actors for the  

		production of tridimensional virtual characters

		e journey  for the creation	of a virtual	character based	on a real	ac-

		tor’s data starts with the capturing phase. is phase is a crucial part for

		the whole	workﬂow, since	good captured	data is  essential  in order  to

		build good results  on succeeding steps. It is important  to keep in mind

		that in order to correct a bad captured  data, most of the times, the only

		solution is to  re-capture it, which will  cause delays and  extra expenses

		for the production.

		e capture process described in  this thesis work consists of the capture

		of a  real person  in a  tridimensional space  by using  a technique called

		photogrammetry which  “encompasses methods of image  measurement

		and interpretation in order to derive the shape and location of an object

		from one or  more photographs of that  object” (Luhmann et  al. 2007, p

		2). Meaning that, by taking several photographs of an object from diﬀer-

		ent angles,  it’s possible to  ﬁnd the measurements  between the position

		of the camera and the object, therefore, creating a tridimensional shape.

		The content	generated	with  photogrammetry	techniques	allow

		multiple	viewing	points  to the  virtual  character,	when  located  in

		virtual	and immersive	tridimensional	environments	(e.g.Virtual

		Reality,	or Augmented	Reality).	By using	photgrammetry,	the

		participant	is offered	has a  possibility	to walk	around  the virtual

		character,	to come  closer,  and even	to interact	with  the character

		in a  relatively  natural  manner.
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		2.1. Photogrammetry, techniques and equipments

		For the capture of a real space or person in a volumetric  manner the use of

		photogrammetry can be applied.

		is technique is mainly used  for measurement mathematics, but with the

		advance of photography cameras and possibility to take high-quality imag-

		es that later can be projected to the tridimensional shape. In the latest years

		this practice has been appearing as an aesthetical choice besides its original

		measurement solution  in several tridimensional  entertainment ﬁelds,  like

		movies and games (Statham 2018).

		In order to  create a tridimensional object  using photogrammetry, the ﬁrst

		equipment that  is needed is  a high  quality photo or  video camera. Tradi-

		tional DSLR cameras are the most widely used and can provide great results

		
			
					
					Figure 3:  Different ways  of capturing  an image for  an immersive environment	(Vitazko,  2017).

				
					
				
					
					(Ruan et al., 2018).

				
			

		

		Figure 4:  Photogrammetry	capturing  process of forest  elements for  a virtual  game (Poznanski,  2014).
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					For the  capture of spaces  and environments, this  technique is done  by	In this process, also the lightning of the  subject is captured, for this rea-

				
			

		

		
			
					
					ﬁrst taking	several  pictures of  the environment  requested at  the most	son, it  is necessary to  use white uniform  light, like a  traditional studio

				
			

		

		
			
					
					variable angles possible and at the same period of time, in order to avoid	diﬀuse light, in order to avoid diﬀerence of lightning conditions from the

				
			

		

		
			
					
					light changes.  For the capture of  a person, it  is also possible  to capture	moment of the  capture to the  virtual experience later  on. By capturing

				
			

		

		
			
					
					the subject using only one camera and taking several pictures around the	with a  white diﬀused and  uniform light,  it becomes possible  to relight

				
			

		

		
			
					
					person as fast as possible, but usually it doesn’t provide enough quality at	the tridimensional	object and	apply post-processing	eﬀects to	achieve

				
			

		

		
			
					
					the post-capturing phase.	any choice of light colour and eﬀects at the virtual 3D environment.

				
			

		

		In order for a  photogrammetry capture to generate  good data, the sub-

		ject must  not be moving,  which is perfect  for static objects  or physical

		places. However, in the case of a person, even the movement of breathing

		is already  enough to not provide  a good quality  tridimensional model,

		especially when  the subject  needs to perform  strong facial  expressions

		and hold her or his facial expression while the capture occurs.

		For  this reason,	the  photogrammetry  process  of a	human  being be-

		comes  exponentially	more  complicated	than  the  capture  of  a  static

		object,  since even	a breathing	movement  is enough  to create	serious

		data artifacts.	e solution  must commonly  used is know  as a  photo-

		grammetry  setup, also	photogrammetry  booth  or studio  (Fyﬀe et  al.,

		2015; Fig. 5), which  consist of a set of cameras built around the subject

		in diﬀerent  heights,  powered with  a system  that takes  photos in  each

		camera at the exactly  same time. erefore,  a data-set of pictures from

		
			
					
					the  person in  every  angle at  the exactly	same  point in  time is  given.

				
					
				
					
					Figure 5:  An example of  a Photogrammetry	Setup containing	72 cameras  (Tilbury,  2012).

				
			

		

		And without movement  feedback, the photogrammetry  algorithm can

		work perfectly and generate  a high quality tridimensional  model with-

		out much errors or artifacts	later in the process.
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		2.2. Character capture workﬂow and best practices

		
			
					
					e workﬂow	for capturing	an actor	or person	in a	photogrammetry

					booth for the  creation of a virtual character  can be quite diﬀerent from

					capturing in a traditional ﬁlm or video. In this case, the capture of diﬀer-

				
					
				
					
					which consist  of ﬁfh  one diﬀerent facial	movements that  can be  later be

					driven through  Apple’s facial motion  capture solution embedded  on their

					iPhone X camera hardware (Zollhöfer, 2018).

				
			

		

		
			
					
					ent key facial expressions to be generated in 3D space was the focus, and

				
					
				
					
					In the  case of the  projects mentioned in  this thesis, the  facial expressions

				
			

		

		
			
					
					not a moving performance. e goal  is to create a library of key expres-

				
					
				
					
					were acquired using  the Triplegangers photogrammetry capture  data-base

				
			

		

		
			
					
					sions to be later generated and manipulated in tridimensional space.

				
					
				
					
					(Triplegangers, 2017; Fig. 6), based on a set of expressions chosen to be used

				
			

		

		
			
					
					e choice of expressions to be captured can vary from project to project,

				
					
				
					
					for a proof of concept of a realistic emergent virtual character or avatar.

				
			

		

		
			
					
					therefore it is important to keep in mind which kind of facial expression

				
					
				
					
					The expressions  chosen were twelve:  Neutral, Neutral  Eyes-Closed,  Face

				
			

		

		
			
					
					is needed for a particular project. For  example, if later in the project the

				
					
				
					
					Compressed,  Snarl, Look  Up, Chew-Right,  Phoneme-Hard,  Happy, Sur-

				
			

		

		
			
					
					team decides that  they need the  virtual character to  have a sad expres-

				
					
				
					
					prise,  Pain,  Disgust  and Rage.	Based  on Ekman	(1997)  guides  and the

				
			

		

		
			
					
					sion with	eyes closed,	but this	was not	captured, it	can be	tricky  and

				
					
				
					
					project  script.

				
			

		

		heavily work  to create  such an expression  by 3D modelling  and direct

		manipulation  of the  virtual subject,	which  will not  deliver such	good

		results as if it was captured from the real person.

		erefore, if the team is aiming for a scripted linear experience in which

		the facial expressions are already set, then it should be aimed at makinga

		good capture of that data-set scripted. However, if the aim is to create an

		emergent virtual character with several diﬀerent expressions, then it can

		be advised to  capture as much expressions as needed.  It is also possible

		to follow a Facial Action Coding System (FACS) (Ekman, 1997) in order

		to know which exactly expressions to be captured, especially  if the team

		plans to use a motion-capture device later in the virtual environment.

		
			
					
					One common set of facial expression being used lately in real-time envi-

					ronments are Apple’s iPhone X facial blendshape data-set (Apple, 2017),

				
					
				
					
					Figure 6:  Data-set photographs	from a Neutral	facial  expression taken  in a Photogrammetry	setup.
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		2.2.1. Structured Light and other techniques

		With  the advances  in photogrammetry	capture  for entertainment  ex-

		periences, other techniques  and possibilities started to be  developed by

		ﬁlmmakers and audiovisual technology researchers, and produced in or-

		der to avoid  the need of a  photogrammetry booth or a  studio solution.

		One famous technique is known as Structure Light:

		A sequence of known patterns is sequentially projected onto an

		object, which gets deformed by geometric shape of the object.

		e object is then observed from a camera from a diﬀerent direc-

		
			
					
					

				
					
					tion. By analyzing the distortion of the observe pattern, i.e. the

					disparity from the original projected pattern, depth information

				
					
				
					
					Figure 7:  Volumetric Video	capture software	using a  depth sensor  camera (Scatter,  2017).

				
			

		

		
			
					
					

				
					
					can be extracted (Sarbolandi et. al, 2015, p. 5).

				
					
				
					
					can rotate around the subject while taking a high-quality  and stabilized

				
			

		

		
			
					
					Used in depth-cameras hardware like Kinect (Microsof 2010) and the In-

				
					
				
					
					video  can  provide a	good  volumetric  capture  without the	need  of a

				
			

		

		
			
					
					tel Realsense (Zollhöfer, 2018), this is a great solution for prototyping and

				
					
				
					
					multi-camera system.

				
			

		

		
			
					
					fast-paced testing of a volumetric  capture experiment. However, for pro-

					duction-ready virtual characters, it  is not advised since it collects  a good

					amount of noise and unclean data, which need  to be cleaned and heavily

					post-processed to be able to be used  in production. is technique is be-

					coming widely  used for real-time  volumetric capture, also  called “holo-

					grams” or “volumetric video” in the commercial ﬁeld (Fig. 7).

				
					
				
					
					is process is still not perfect since, even though it can be captured fast-

					er than a hand-handling, there’s still a great quantity of movement while

					the person hold  her or his facial expression,  but opposite from a  hand-

					held capture,  the amount of  errors and artifacts  in the post-processing

					phase can be possible to handle without losing much time and resources.

				
			

		

		
			
					
					Another  technique used	by independent	artists  or small  studios  that

					can’t aﬀord a capturing session at a photogrammetry	booth or the time

					to create a high quality  capture by hand, is to use video instead  of pho-

					tographs. By recording a  video using a camera dolly or a  structure that

				
					
				
					
					Industrial 3D scanners  that use the LiDAR technique, it’s  similar to the

					Structure Light  technology explained  above but  in this case  the use of

					lasers are more common, while recording a video or taking photographs

					in a rotational base (Boehler & Marbs, 2002). While widely  used for en-
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					vironments and	spaces in	the industry	ﬁeld, they	are not	used or	ad-

				
					
				
					
					2.3. Post-production of the captured data

				
			

		

		
			
					
					vised to use for human facial scanning since their laser  technology can’t

					achieve a	proper resolution	required for	a human  face scan,  therefore

					they won’t be mentioned further in this thesis.

				
					
				
					
					After capturing  the desired real  person performing	key facial  expression

					using  a photogrammetry	setup  to generate	photographs	of every	angle

					at the	exactly	same  time, the	data  set is	ready  for the	post-production

				
			

		

		
			
					
					In the case of using a video capture technique, it is needed to extract

				
					
				
					
					of this	captured  data.  The captured	actor  in this  thesis  is named	“Alan

				
			

		

		
			
					
					the frames from the video footage, therefore the frames of the video are

				
					
				
					
					Brooks”, it was  casted by the leader  of one of the Enactive  Virtuality pro-

				
			

		

		
			
					
					used as if they were photographs taken around the subject. Which is

				
					
				
					
					ject by  Pia Tikka,  and will be  described  later in this  work.

				
			

		

		
			
					
					what is needed for the next phase of this workﬂow.

				
					
				
					
					At this stage,  photogrammetry sofware were  used to generate  3D models

				
			

		

		
			
					
					Light Field technology is another promising possibility to capture live-

				
					
				
					
					from the 2D  images using a series of  processes powered with strong  com-

				
			

		

		
			
					
					action performance and transport ot a virtual immersive environment.

				
					
				
					
					puter vision algorithms. For the purpose of  this thesis, I used AgiSof Pho-

				
			

		

		
			
					
					Strongly researched by the company Lytro and aquire by Google in

				
					
				
					
					toScan as the sofware of choice. AgiSof was chosen for its simplicity of use

				
			

		

		
			
					
					early 2018, this technique uses an array of cameras that not only sense

				
					
				
					
					and my previous experience in utilizing the tool for my past projects.

				
			

		

		
			
					
					light intensity but also the direction and bouncing of several individu-

					als ray of lights traveling the space. In this way the algorithi can recon-

					struct the environment in a virtual space using real footage and light

					behaviours (Tricart, 2017).

				
					
				
					
					In  the next	sections,	I will	e	describe	the  processes	needed	to  gener-

					ate from	the photographic	data-set  into a  workable  tridimensional	vir-

					tual character	that can be  imported into  a real-time engine.	The tutorial

					form  facilliates	understanding	of	how  the  process  flows  and  can  be

				
			

		

		
			
					
					is technique is still in strong prototyping phase since it is of greater

				
					
				
					
					re-created	by future	teams  and individuals	that  seeks the	creation  of a

				
			

		

		
			
					
					technical challenge, but several achievements have been aquired with

				
					
				
					
					virtual  character based	on capturing  techniques,  opposite  to traditional

				
			

		

		
			
					
					strong funding from enterprises and research groups in order to min-

				
					
				
					
					hand 3d  modelling based	on reference  photos.

				
			

		

		
			
					
					iaturize prototype systems and create possible commercial solutions for

					distribution and content creation.

				
					
				
					
					The	following	workflow	presented	contains	five	main	steps:	Camera

					Alignment,	Dense  Point  Cloud,  3D Mesh	Generation,	3D  Mesh Deci-

					mation and  3D Mesh Texturing.
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		2.3.1. Camera Alignment

		e ﬁrst step for this post-captured  data processing workﬂow is the align-

		ment of  the camera  position  for each photograph	captured. In  this pro-

		cess, the  sofware searches  for common features  in each photograph  and

		matches them	pixel by  pixel by  using	image analyzing	(Agisof,  2014).

		Also, by triangulation  algorithms, the  sofware will generate the  probable

		position and  orientation of the  camera at the moment  it took the  picture

		(Warne, 2015).

		e  result is	the  generation  of a  sparse  point cloud,	a  collection  of 3D

		points  in space  and the	position  and orientation	of all	the photographs

		(Fig. 8).  is sparse  point cloud, as  the name indicates,	is a  sparse refer-

		
			
					
					ence of the 3D points  in space, therefore the data isn’t  usually exported in

					this workﬂow, even  though this it is widely  used when doing photogram-

				
					
				
					
					Figure 8:  Camera alignment	displaying  virtually  the camera positions	at the moment  of capture.

				
			

		

		metry of environments  and physical spaces.

		
			
					
					In the case  of this particular  project, I used 22  photographs and this pro-

				
					
				
					
					2.3.2. Dense Point Cloud

				
			

		

		cess  took around	5 minutes	to be	concluded,  generating  a sparse	point

		
			
					
					cloud of 15,988 points.

				
					
				
					
					Afer the algorithm generated a sparse  point cloud of our subject based on

				
			

		

		the photographs taken, it can generate what  is called a “dense point cloud”.

		At this	process, the	application generates	depth maps	of each	photo and

		together with the information from the last step, knowing the photographs

		position and the sparse point cloud data, it produces a much higher amount

		of small 3D  points in the  space with RGB  values created by analyzing  the

		colour data of the photos (Koutsoudis et al., 2014).
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					erefore, a dense point cloud, meaning a dense  collection of 3D points in

				
					
				
					
					2.3.3. 3D Mesh Generation

				
			

		

		the space that  forms our subject with colour  information, which is crucial

		
			
					
					

				
					
					for the next steps.

				
					
				
					
					With the  dense point  cloud generated  containing also  RGB values  for each 3D point in space, a 3D mesh of our captured subject can be gener-

				
			

		

		
			
					
					

				
					
					e Dense Cloud generated 13 million points in High quality, taking around

				
					
				
					
					ated. At this point the sofware provides two options of processes: Height

				
			

		

		
			
					
					

				
					
					30 minutes  to be	concluded (Fig.	9). is  was the	most time	consuming process of the workﬂow.

				
					
				
					
					Field or Arbitrary.

				
			

		

		e Height Field process  is optimized for planar surfaces,  usually used

		for aerial	photography  processing, for	example,  using drones  to cap-

		ture the photographs needed  for this process. While the Arbitrary pro-

		cess is	optimized  for closer  objects,  such as  museum artifacts,	build-

		ings, and as  in the case  of this work,  the head and facial	expression of

		a scanned person.

		At this stage,  the sofware implements a  Structure-From-Motion (SfM)

		and  dense  multi-view stereo-matching	algorithms  (Koutsoudis  et al.,

		2014) to create a mesh triangulation and be able  to generate a 3D mesh,

		or 3D model, of the scanned subject (Fig. 10).  is process took around

		15 minutes to be concluded.

		Figure 9:  Dense Point  cloud of t the  scanned head.
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		with inside traditional 3D editing sofware or real-time 3D engines.

		erefore, there’s a need to convert  our high polygon version into a low

		polygon, which will be lighter and of easier manipulation on the follow-

		ing steps. is is  a usual practice in the  ﬁeld of computer graphics, and

		the decimation	algorithms can	be so	powerful that	afer the  3D mesh

		being textured it is diﬃcult to actually realise the diﬀerence between the

		high poly version and the low poly.

		e amount of polygons  to be decimated will  depend on the particular

		project, in this case, a decimated the high  poly version, which is around

		seven million polygons  into a lower version, which  is around two hun-

		dred thousand polygons was generated (Fig.  11). It is a big diﬀerence in

		
			
					
					Figure 10:  3D Mesh created	using data  from the Dense	Point Cloud  and cameras.

				
					
				
					
					polygon count	but visually	the 3D	mesh doesn’t	suﬀer much	damage. is process took around 30 seconds to be concluded.

				
			

		

		2.3.4. 3D Mesh Decimation

		By using the photographs captured at the photogrammetry booth and gen-

		erating the 3D mesh of our subject,  the post-processing of captured data is

		almost ﬁnished.  However, there’s a crucial  step that needs  to be made  be-

		fore exporting the new 3D asset, this process is known as Mesh Decimation

		(Kobbelt et al., 1998).

		When the  3D mesh  is generated, it  is a  high poly  version of the  scanned

		subject, meaning that the amount of polygons are to hard to be easily work-

		able. In the case of a human head the polygon count of the 3D mesh can get

		
			
					
					

				
					
					to seven million polygons or  more, which makes it highly diﬃcult to work

				
					
				
					
					Figure 11:  High poly  3D mesh and Decimated	mesh side-by-side.
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		2.3.5. 3D Mesh Texturing

		At this stage, a 3D mesh ready to be used from our scanned actress, actor or

		regular person its given,  and with it the possibility  to texture the 3D mesh

		in order to  give it a  realistic look. is process  is also generated  using the

		photogrammetry sofware, in this case Agisof Photoscan. At this point, the

		sofware has all the data it needs to generate a texture for our 3D mesh: the

		position of the cameras, the 3D mesh generated from the dense point cloud

		and the pixel colour value from all the photographs taken.

		erefore,  the generation	of  textures to	be  applied to	the  newly created

		model happens	with a	set of	methods and	algorithms. First	the sofware

		makes a fast colour calibration between  the images in order to avoid light-

		ning diﬀerences from one photo to another  (Agisof, 2014), it is important

		to note  here that  this colour  calibration process isn’t  powerful enough  to

		avoid extensive diﬀerences, it is still important to capture the subject in uni-

		form diﬀuse white light to avoid lightning issues at later processes.

		
			
					
					Next, the application  will blend the images into  one using image blending

				
					
				
					
					Figure  12:  3D  Model textured	using a

				
			

		

		
			
					
					and morphing  techniques and will  project the  generated image on  top of

				
					
				
					
					Generic	Mapping	mode	based	on	the

				
			

		

		
			
					
					the 3D  mesh accordingly  to its coordinates	in space.  is process  can be

					done in several diﬀerent  options, for example a “Generic”  option, or map-

				
					
				
					
					photographic	data	and	the	texture

					source map.

				
			

		

		ping mode, which parametrize the texture for arbitrary geometry. “Adaptive

		Orthophoto” which	separates the	data into	ﬂat surfaces	and vertical	sur-

		faces creating a texture accordingly. Or “Spherical”, as the name indicates, it

		is optimized for spherical or ball-shaped objects (Agisof, 2014). In the case

		of our workﬂow, the Generic mode was used and the process took around2

		minutes to be concluded (Fig. 12).
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		2.4. Data capture post-production conclusions

		Within these  steps, a 3D asset ready to be manipulated	is generated from

		photographs	of a	real  person.  This process	can  seem to	take  time and

		resources  but new  advances in  photogrammetry	are proving	that it  is a

		much quicker  process for the creation	of a	3D realistic  asset of a human

		head than modelling	by hand. It also  avoids the need of  a specific expert

		for the work,  as it is common  on traditional	3D content  creation, which

		can be  time consuming  and highly  costly (Warne,  2015).

		Four the purpose of this work, the  process was created for each expression

		that was captured, therefore in  the end of this phase, 3D ready assets  of all

		the facial expressions from  our subject are gathered (Fig. 13).  It may seem

		
			
					
					complicated to re-make the process for each expression, but the sofware of

					our case  has the option  of Batch Process (Agisof,  2014). is means  that

				
					
				
					
					Figure 13: 3D ready assets from diﬀerent scanned facial expressions.

				
			

		

		afer doing the process one time,  the sofware can be programmed to redo

		the process automatically, for each expression, saving great amount of time

		and resources. Afer the  processes are ﬁnished, 3D assets	from all expres-

		sions are ready  to be implemented in real-time,  providing a workable and

		morphable version of our virtual character.
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		3.  Bringing a captured 3D ready assets inside a   real-time virtual environment

		With a set of 3D models  with diﬀerent expressions captured using pho-

		togrammetry, it is possible to shif the work totally inside a virtual tridi-

		mensional environment and apply techniques in order to create a worka-

		ble character that can run inside a real-time engine and, therefore, being

		able to interact with the user dynamically.

		In this chapter of this thesis work, will be demonstrate how to  preparea

		virtual character generated from  photogrammetry for such an environ-

		ment, that	cointains the	same 3D	topology  information being  able to

		morph between diﬀerent expressions. is method opens the possibility

		to create	interactive virtual	experiences that	feels realistic	and natural

		for the  user to interact  with the  virtual character. ere’s  also the  pos-

		sibility to implement real-time techniques for emergent characters using

		user-data analysis,  machine learning  and other techniques  that will be

		introduced later in this work.

		For the virtual character to be ready for real-time environments, it need-

		ed to pass through  a workﬂow that will be  described next. is process

		uses several	diﬀerent sofware	and opposite	to the	“traditional” hand-

		made process which can take long time and resources, in this thesis, the

		focus will be on an experimental and automated workﬂow.

		e content generated with these  systems are specially created to  be re-

		produced  in virtual  and immersive  environments, like	Virtual  Reality
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					and Augmented	Reality.  erefore, not  only able  to be	reproduced  in

				
					
				
					
					3.1.1. Alignment and Point Selection

				
			

		

		
			
					
					one framed two-dimensional angle, but at any angle, on a tridimensional

					space. Where the spectator  have the possibility to walk around the sub-

					ject, come closer or further and even interact with the subject in  a natu-

					ral manner.

				
					
				
					
					is process  starts by  importing the  Neutral expression  3D mesh  gener-

					ated in	the last	chapter  inside the  R3DS Wrap	3.3 sofware.	In here,	it’s

					possible to already noticed  how the polygons of the generated mesh  looks

					unpractical to  manipulate.

				
			

		

		In order	to ﬁx	this,  a “Base  Mesh” is	chosen  from the  sofware’s gallery,

		
			
					
					3.1. Wrapping Process

				
					
				
					
					that is a  perfect topology mesh created  by the sofware team to  be used in

				
			

		

		
			
					
					e ﬁrst process in this workﬂow is called “Wrapping Process” (R3DS, 2018), in this process the creation of a new topology for the character is

				
					
				
					
					this process. It’s noticeable how the Basemesh’s polygons looks polished and

					easier of manipulation than our generated mesh from the data-set (Fig. 14).

				
			

		

		
			
					
					made by wrapping a 3D mesh on top of the generated models.

				
					
				
					
					In this  wrapping process,  the sofware basically	wraps the  Base Mesh  on

				
			

		

		
			
					
					is process is important since the 3D meshes generated in the last step

					are already low-poly and good to work with, but they don’t share the

					same topology, meaning the same 3D information, therefore isn’t pos-

				
					
				
					
					top  of our	generated  scanned  mesh,  modifying  it to	match  the exactly

					form  of  the  face,  therefore  creating	a  perfect	topology	version	of  our

					scanned 3D character.

				
			

		

		
			
					
					sible to morph between the diﬀerent 3D facial expression models. To be

				
					
				
					
					e ﬁrst  step is to  align the  generated mesh	on top  of the Base	Mesh by

				
			

		

		
			
					
					able to morph between one expression to another, all of the 3D meshes

				
					
				
					
					positioning,  scaling  and rotating.	Afer  this rough	alignment,  a “Wrap-

				
			

		

		
			
					
					must contain the exactly same values in their tridimensional data.

				
					
				
					
					ping”  node is	chosen  and  connected  to the	3D  meshes into	the  corre-

				
			

		

		
			
					
					In this case was used a sofware called R3DS Wrap 3.3	(R3DS, 2018),

				
					
				
					
					spondent inputs (Fig.  15).

				
			

		

		
			
					
					it is a wrapping sofware becoming widely used	in the games and 3D

				
					
				
					
					It  is noticeable	that  there’s a	yellow  input in	the  Wrapping node	called

				
			

		

		
			
					
					modelling ﬁeld.

				
					
				
					
					“Point Correspondences”,	this input  is used  in order  to notify  the wrap-

				
			

		

		ping algorithm  which points are correspondence	between the  Base Mesh

		and our  generated Neutral	Mesh. For  that, a  node called	“Select  Points”

		is created  and by  connecting both	the meshes	it’s possible	to create  cor-

		respondent points  between the two.
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		It’s noticeble that there’s a yellow input in the Wrapping node called “Point

		Correspondences”, this  input is used in order to notify the wrapping algo-

		rithm which  points are  correspondence between	the Base  Mesh and  our

		generated Neutral  Mesh. For that, a  node called “Select  Points” is created

		and by  connecting both	the meshes  it’s possible  to create  correspondent

		points between  the two.

		As can  be noticed	by the	picture  (Fig. 16),  the selection	happens  in the

		corner  of the	eyes  and mouth	to  guide the	algorithm  to  create a	good

		wrapping of the Base  Mesh on top of our generated mesh.  A “Select Poly-

		gons” on  the Base  Mesh can  be also  applied in  order to  select the	Base-

		
			
					
					mesh mouth socket group, connecting  into the last input of the Wrapping

				
					
				
					
					Figure 15:  Wrapping Node  scheme inside  R3DS Wrap software.

				
			

		

		node. Afer this  process, the wrapping algorithm  is ready to be applied.

		Figure 16:  Select Points  set to serve	as guide  for the Wrapping  algorithm.

		Figure 14:  Comparision  between mesh  topology  of generated 3D  model and  Basemesh.
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		3.1.2. Wrapping	3.1.3. Texture Transfer

		Now that both the sofware’s Basemesh and  the Neutral expression gen-	Now that	a perfect	topology  Neutral 3D  mesh of  the scanned  head is

		erated  mesh are	aligned  and the	algorithm  has a	starting  knowledge	created, the next step is to create the proper texture for this model. Since

		based on the Point Selection  that was made, it’s possible to compute the	the vertex information was completely changed in the topology process,

		wrapping process. At this stage, it is possible to check in real-time  while	if the same texture, from the previous model, is applied to the new one,a

		the computer wraps the Base Mesh and modify it in order to look exactly	totally mistaken result is generated.

		
			
					
					

				
					
					like the Neutral generated mesh.

				
					
				
					
					erefore, the next step  to be done is the Texture  Transfer from the old

				
			

		

		When the process  is done, a new Neutral  expression model with a per-	model to the  new retopology. For  that, a node called  “TransferTexture”

		fect topology	is generated  (Fig. 17).  In this process  it’s noticiable  that	is used, in  which the old  model and the new  model serves as  inputs. It

		the sofware also creates a hole were the  eyes should be positioned. is	is also possible to  choose to ignore some polygons  if needed. e result

		is a common practice  since the eyes are meant  to be implemented afer	this process presents  is a totally new  texture, ready to  be applied to the

		the facial  model process,  as a separated	and independent  entity of  the	corrected topology Neutral mesh (Fig. 18). character’s 3D model.

		Figure 18:  Texture generated	to fit the  new head  mesh topology.

		Figure 17:  Comparision  between complex  mesh topology	and a perfect	topology  after wrapping.
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		One important detail is  that this process can create artifacts  on the cor-

		ners of  the eyes  and mouth,  also, it  generates textures  into the  mouth

		polygons, which aren’t  needed. ese artifacts can  be easily cleaned us-

		ing Photoshop and saving the image again (Fig. 19).

		e last step afer the ﬁx of  texture artifacts, is to use a node called  “Ex-

		trapolate Image”, this process, has the name indicates, will extrapolate the

		texture image in order to generate a better result in the corners, avoiding

		extra artifacts  and smooth transitions between  sections of the  face tex-

		ture (Fig. 20).

		Figure 20:  Texture after  extrapolation.

		Figure 19:  Artifacts  cleaning on  the corners  of the mouth.
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		3.1.4. Blendshapes and Wrapping Process Conclusions

		
			
					
					In this process I demonstrated how to convert a generated 3D mesh from

				
					
				
					
					Within this workﬂow, it is possible to capture the nuances and movement of

				
			

		

		
			
					
					a real person’s scan into a topology ready workable 3D asset. is process

				
					
				
					
					a facial tridimensional character by using techniques of volumetric capture,

				
			

		

		
			
					
					must be done to all the expressions that are captured.

				
					
				
					
					it allow us to rely on realistic  data. Opposite to the traditional pipelines, in which a 3D artist must  make all the diﬀerent movements by hand, distort-

				
			

		

		
			
					
					Afer all the processes are done, a data-set of 3D meshes expressions that

					share the	same  topology are  made. erefore,	it is	possible  to morph

				
					
				
					
					ing the mesh, using photographs only has references.

				
			

		

		
			
					
					between  those  expressions  using a	technique  called  “Blendshape”.  In

				
					
				
					
					Ofen, this  hand made  process doesn’t  bring satisfactory  results once  the

				
			

		

		
			
					
					this case, it was used Autodesk’s 3Ds  Max to create a 3D model that can

				
					
				
					
					human face  as several  little details  on muscles  that deforms  when an ex-

				
			

		

		
			
					
					morph between the diﬀerent expressions, therefore a “blendshape mod-

				
					
				
					
					pression	is made. It is of great challenge for an artist to re-create this small

				
			

		

		
			
					
					el”, this can be done with  mostly any 3D editing sofware in the market,

				
					
				
					
					movements by hand sculpting the model. erefore, the possibility of scan-

				
			

		

		
			
					
					like Maya or Blender.

				
					
				
					
					ning a real person in such an expression is of great value for our process and workﬂow.

				
			

		

		is process is relatively  simple. In order to achieve  a blendable model,

		all the  expression models are  imported inside  a new scene  in the sof-

		ware. e  Neutral expression model  is selected and  applied a modiﬁer

		called “Morpher”, this modiﬁer has a  list of possible inputs for other 3D

		meshes that share the  same topology. erefore, it is  possible to choose

		every expression  generated and imported as  inputs. Afer that,  it’s pos-

		sible to morph between the diﬀerent meshes and also combine their val-

		ues, in this case going from a value of 0 to 1 (Fig. 21).

		At this point the model is completely ready to be exported and imported

		into a  real-time engine, in  which it’s possible  to morph in  real-time to

		create animations, apply systems to drive the facial expressions  and cre-

		ate an immersive experience utilizing a virtual character scanned froma

		real actor or person that has movement and behaviour.	Figure 21:  Blendshape  morphing between	two expressions.

		54	55

		

		
			
					
					3.2. Importing Generated Virtual Character inside a Real-time engine

				
					
				
					
					(Fig. 22). To enhance these details, it’s possible to create a Normal Map from

				
			

		

		
			
					
					In the last  sessions I presented steps  on how to create a  realistic virtual

				
					
				
					
					the texture, a Normal Map is a common technique in computer graphics in

				
			

		

		
			
					
					character possible of morphing between diﬀerent expressions from a se-

				
					
				
					
					which pixel colour is used as information of depth, creating small 3D details

				
			

		

		
			
					
					ries of photographs of a real person. Now that a virtual character consist-

				
					
				
					
					automatically without the need of modelling by hand (Xia et al., 2011).

				
			

		

		
			
					
					ing of a perfect 3D mesh that contains enough information to be able to

					morph to diﬀerent states, and posses a  perfect matched texture, it’s pos-

					sible to implement this model into a real-time engine.

				
					
				
					
					In this	case, a	sofware called	“xNormal” (Orgaz,	2010) was	used, which

					can generate a Normal Map based on  a height-map of a texture. erefore,

					a grayscale version of the Neutral character texture is imported,  in whicha

				
			

		

		
			
					
					In this case, it was used Unreal Engine (Games, 2007) as the game engine

				
					
				
					
					black pixel means  it is further from  the view and a  white pixel means it is

				
			

		

		
			
					
					of choice, this choice  was made in particular for  its powerful rendering

				
					
				
					
					closer. With this information, the sofware can generate a  Normal Map au-

				
			

		

		
			
					
					technology, the ability of implement interactions on a node-based inter-

				
					
				
					
					tomatically that can be applied to our character inside the real-time engine.

				
			

		

		
			
					
					face and  create shaders and  material eﬀects in  a more  suitable way for

					artists, without much coding background.

				
					
				
					
					Afer applying the generated Normal Map in the avatar, it’s possible to check

					closer to the model and verify the diﬀerence it makes for a greater aestheti-

				
			

		

		
			
					
					is step starts  by the importing of the  virtual generated character that

				
					
				
					
					cal and realistic look, especially regarding on how the virtual lights bounces

				
			

		

		
			
					
					contains the	Blendshape data	(or Morph	Targets), and	also the	corre-

				
					
				
					
					when lightning the virtual being.

				
			

		

		
			
					
					sponding Neutral  texture in  a PNG  format inside the	engine environ-

					ment, in  here is  important to  note that  the “Morph  Targets” option is

					selected,  otherwise  our morph	information  won’t be	imported  to the

					engine. By  opening our  character ﬁle  inside the  engine it’s  possible to

					verify that all the Morph Targets are imported  correctly and it’s possible

					to change their values in order to modify the character’s expression.

				
					
				
					
					Advanced techniques such as Subsurface Scattering and custom shader ma-

					terial authoring,	are highly	speciﬁc topics	in computer	graphics and	will

					not be covered  in this thesis  work. e development and  achievements of

					such a  ﬁeld is of  great importance for  the enhancement of  realism in vir-

					tual characters. Although, for the  project of this thesis, the team didn’t feel

					the necessity of  diving in such complex  and advanced technologies at  this

				
			

		

		
			
					
					At this point, the texture looks in perfect place but lacks information on small details,  in which the  light bounces and  creates a greater  sense of depth, such as  skin wrinkles, corner of  the eyes and other  facial details

				
					
				
					
					point, these will be researched in future projects.
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		3.2.1. Eyes Implementation

		The  implementation	of  eyes  for the	character	was  made  inside  Unre-

		al  Engine environment.	As it	is  common on	a real-engine	framework,

		many examples,	templates  and lessons	are shared	by the  community  in

		order  to speed-up	processes.	In the  case  of the implementation	of eyes

		to a virtual	character,  Unreal Engine’s	provide  a really good	example  to

		be used  on its user’s  projects.

		Virtual  representation	of eyes	is an  extremely  complicated  subject  that

		needs very  specific  knowledge, teams  and researchers  to create a believ-

		able piece.  Unreal Engine’s research  and technical  team created a sample

		to be	used  by artists,	research  teams  and studios	in order	to avoid	the

		need to  dive into this  complex subject	(Fig. 23).

		Figure 22:  Character  inside Unreal  Engine real-time	environment.

		Therefore,  it was	chosen  to use  Unreal  Engine’s ready	made  eye repre-

		sentation	solution	to  be implemented	on  our virtual	character,	which

		happened  to be  a perfect	match and	allow  to create  eye interactions	in

		order to  enhance the  virtual experiences	made with  the character.

		3.2.2. Teeth, Tongue and Gum Implementation

		In the case of teeth, tongue and  gum, it is not possible to create a 3D mesh

		of of these features  using the same process to create  the facial expressions.

		erefore, in this case, a traditionally  modelled character’s mouth was cre-

		ated based on the photographic  reference. Afer it is modelled, it’s possible

		to import inside the real-time engine and synchronize these elements to the

		
			
					
					Figure 23:  Unreal Engine’s  eye template  shader network.

				
					
				
					
					character’s head and face. On this particular character, the main 3D model- ler of the project modelled the teeth and gum by hand modelling.
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		3.3. Wrapping and Importing Conclusions

		In this	chapter I	presented  a workﬂow  for the  creation of	a real-time

		ready virtual character based on the capture of a real actor using a photo-

		grammetry setup. is process is substantially faster then the traditional

		hand modelling and hand-work  methods, without the advance of auto-

		mated and algorithm based sofware and processes.

		It also presents with  a similar and many times better results  from a tra-

		ditional workﬂow, since everything is being captured from a real subject,

		instead of artiﬁcially done using real photographs only as references.

		With  the character  ready  inside a  real-time engine	and  being able  to

		perform facial  expressions by morphing between  the diﬀerent poses, it

		gives the  possibility to implement  all the  nuances a real-time  environ-

		ment makes  possible. Real-time lightning,	animation, interactions  and

		artiﬁcial intelligence systems can now be applied to our character.

		In the	next section,	I will	demonstrate how	to connect	the morphing

		system of  our character to  an Open  Sound Control (OSC)  (Schmeder,

		Freed, &  Wessel, 2010)  connection in  order to input  data from  a Net-

		worked system, such as  an Artiﬁcial Intelligence system based  on Con-

		volutional Neural	Network and  Machine learning	application to	drive

		the character’s	expressions, and	also  accessible ways  for facial  motion

		capture animation.

		Figure 24:  Virtual Character	expressing  different facial	reactions.
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		4. Discussion: Possibilities for Real-time Interactions  with a Volumetric Captured Virtual Character

		In the previous chapters thesis  I have described	a speciﬁc workﬂow for

		the  creation of  a real-time	virtual  character based  on capturing	tech-

		niques. Once  the character  is imported inside	such an  environment, a

		range of  possibilities for real-time	interactions emerge.	Since we  have

		access to the  diﬀerent expressions morphing data  of the diﬀerent facial

		expressions. In this chapter I will discuss these real-time interaction pos-

		sibilities in more detail.  Furthermore, I will also discuss  the three prac-

		tical experiments  that were  created with the  aim of driving  the virtual

		character’s facial expressions in real-time.

		For the he  experiments I had set up  the following tasks: (1)  to position

		our virtual character into the Virtual Reality  environment by taking ad-

		vantage of the real-time lighting and  rendering power of Unreal Engine

		(2) to view  the character in  a complete immersive  scenario and imple-

		ment real-time data exchange between applications to drive the facial ex-

		pressions and (3) to apply accessible facial motion capture in real-time.

		4.1. Experiment in a Virtual Reality Environment

		With the  ﬁrst experiment, the character  model turned out  visually im-

		pressive in	terms of	facial features	and humanlikeness.	ese features

		have been  identiﬁed as  one of our  biggest challenges.  is experiment

		allowed further analysis and critical  discussion on particular	aspects of

		the 3D model  itself. One of  these aspects related  to the lack of  wrinkle
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		details on  the model.  Although the	3D model	uses	a normal  map with

		depth information, it is not enough to fully replicate  all wrinkles and small

		facial hair  features that  are characteristic  for a human  face. To  be able to

		reproduce these  human skin details to  the 3D model, advanced  technolo-

		gies are  needed, such  as a  set of  detailed shading  techniques as  well as a

		set of advanced graphics solutions for enhancing  the texture of the charac-

		ter.	is cannot be  achieved within the  current state-of-the-art  of simple

		texturing systems,  without introducing advanced  techniques and a  heavy

		manual labour.

		4.2. Experiment Applying Open Sound Control

		e second  experiment was designed  to implement Open  Sound Control

		
			
					
					(OSC) signal in order to control the facial expressions of the character. OSC

					is a  format for stream  of real-time  control messages (Schmeder,  Freed, &

				
					
				
					
					Figure 25:  Open Sound  Control system  inside Unreal  Engine environment.

				
			

		

		Wessel, 2010). Although, as the  name indicates, it is mainly used for audio

		signal exchange, since it shares data in an easy way over network, it has been

		used for several applications, not limited to audio (Schmeder et al., 2009).

		For this	work, I	created  an OSC  system using  Unreal Engine’s	Blueprint

		programming system,  based on  the plugin  by Guillaume Buisson	(2014),

		which enabled the control of the character’s expressions over network (Fig.

		25).

		To apply OSC signals to control the character’s expressions, Machine Learn-

		ing principles for the  facial movement were implemented. e  application

		
			
					
					FaceOSC (McDonald, 2012) allowed  us to transfer facial features  data ofa

					viewer that is positioned in front of the webcam, to the 3D character within

				
					
				
					
					Figure 26:  Experiment  using Machine  Learning application	to drive  character’s facial	features.

				
			

		

		the game engine. e facial features of the viewer	are sent via OSC signals,
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					that are  changing in real-time  according to the  viewer’s facial expressions	4.3. Experiment with Facial Motion Capture

				
			

		

		
			
					
					and movements.

				
					
				
					
					e third experiment focused on the usage of OSC signals to drive the virtual

				
			

		

		
			
					
					Afer the data of the facial behaviour of the viewer has been received to the	character using possible Facial  Motion Capture solutions. Motion Capture

				
			

		

		
			
					
					game engine,	the next step is to use a Machine Learning application called	techniques are  known to be  expensive and  to require speciﬁc  knowledge,

				
			

		

		
			
					
					Wekinator (Fiebrink & Cook, 2010). is application  allows us to train the	fully equipped studio and trained teams to give good  results (Balakrishnan

				
			

		

		
			
					
					3D character’s facial expressions based  on the recorded data of human  dy-	& Diefenbach, 2013).

				
			

		

		
			
					
					namical expressions. Consider, for example, a neutral facial expression data.

					e Wekinator application will gather samples of data values that represent

					a human neutral expression, thus  producing an estimate of values that can

					be categorized as a neutral expression (Fig. 26).

				
					
				
					
					However, afer the launch of the iPhone X device (Apple, 2018), which con-

					tains hardware capable of creating facial capture using the frontal camera of

					the phone, developers started  to experiment with more accessible ways for

					capturing facial performances using the device (Strassburger, 2018).

				
			

		

		
			
					
					Similarly, recording smiling facial expressions, the accumulated sample data

					will be categorized to constitute this particular facial expression. Same with

					the sad facial expressions, and  so on. By this training method, the applica-

					tion is capable to learn which range of  data represents a neutral expression

					and which range represents a smiling, or alternatively, sad expression. Afer

					the training  is done, the  application runs  the data, that  can be  controlled

					using facial expressions from the user via the computer’s webcam.

				
					
				
					
					At this  phase, the principle is  to add more  blendshape information to  the

					virtual character, accordingly to  Apple (2018) guideline and, in the case of

					this thesis work, created by the 3D artist Eeva R. Tikka (2018). We recorded

					facial performance using  the device’s frontal  facial camera technology, us-

					ing	the application  FaceCap (Jansson,  2018). In FaceCap  it is possible  to

					record a facial performance  and export as a base 3D model  containing the

					facial features data. Afer this recording, the data can be tranferred from the

				
			

		

		
			
					
					e viewer’s facial expression  data can then be sent again, via OSC, back to	application’s 3D model to our own experiment’s virtual character.

				
			

		

		
			
					
					the virtual character inside the real-time environment. And one can control

					the virtual character’s facial behaviour accordingly to the trained data from

					Wekinator, putting in  simple words, as of  the example mentioned,  we can

					teach the virtual character how to smile.

				
					
				
					
					e result is an animation ready to be used inside the real-time engine, with-

					out  the need	of  high-end and	expensive  facial motion	capture  hardware,

					which has been one of the main motivations for the current thesis work.
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		5. Evaluation:	Possibilities  for Real-time	Interactions  with a Volumetric Captured  Virtual Character

		In this thesis I have shown, that, based on volumetric capturing techniques

		and the described	workﬂow, the creation of a virtual character can be con-

		ducted and reproduced with accessible low-cost hardware and sofware and

		without extensive manual animation work. In other words, one can achieve

		a real-time action-ready character without the need of heavy hand work and

		expensive investment to high-end studio resources. It proved to be a frame-

		work possible  to be used  by individuals,  small and independent  teams. It

		is also valuable for experiments, proof-of-concepts, and rapid prototyping.

		
			
					
					is process	however, isn’t	ready for  high-end  virtual characters	in pro-

				
					
				
					
					Figure 27:  The State of  Darkness VR  experience.

				
			

		

		jects  that seek  for high  perceptual  realism in  terms of	human facial	be-

		haviour  or  body movements.	e  models  presented  in this	thesis  look

		relatively	realistic  in terms of  human-likeness.  However, details  such as

		wrinkles,  provided typically  by advanced  computer graphics  techniques,

		subsurface scattering  and other shading  systems, can’t be  yet achieved by

		this mostly automated  workﬂow.

		In the presented thesis work, implementing the OSC connection to exchange

		data in real-time between distinct applications proved to be of  a great value.

		With this  possibility, one is  able to	create applications  and experiments to

		drive the  character’s facial expressions  in real  time. Since it  is a system  for

		data exchange,  several applications and  systems can  be created outside  the

		real-time environment but still  connect to the virtual character  data. As for

		example, one could send signals from a musical instrument to the character’s

		
			
					
					facial data in order to drive the facial expressions by playing musical notes.

				
					
				
					
					Figure 28:  Participants  experiencing  The State of  Darkness.
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					With  this possibility,  Artiﬁcial Intelligence	systems which	exchange data

				
					
				
					
					6. Outlook to the  future.

				
			

		

		
			
					
					through network can  be created in order  to drive the character’s facial  ex-

					pressions  based on	Neural  Networks or	Machine  Learning applications.

					is also  opens possibility  to interaction with  user’s biofeedback  and un-

					conscious interactions, which is being already experimented in the two en-

					active virtual  character installations e State  of Darkness and  e Booth

					(Tikka et  al., 2018;  See Figures  27 and  29) In  these art  installations each

					viewer’s encounter  with a virtual  3D character in immersive  environment

					is tracked by biosensors, and the resulting  biodata is fed back to the narra-

					tive system.  is biofeedback	drives the  character’s behaviours and  facial

					responses in	a continuous	looping manner.	In short,	collecting real-time biofeedback from the viewer in order to drive the character’s facial reaction accordingly to these physiological responses.

				
					
				
					
					e results  of the work  I have presented  in this  thesis, opens possibilities

					for future research. e  processes and workﬂows developed and discussed

					here have  focused on	automation a  thus avoiding  heavy hand	labour. As

					such, my  work can be  characterized as a  practice-based research on  non-

					traditional workﬂows for  virtual character creation. However, to  reach the humanlikeness and naturalistic  look in terms of  realism, some details  still

					need to be  implemented in a  traditional way, such as  facial modelling de-

					tails and  shading systems. In  the	future research,  such speciﬁc, yet  auto-

					mated techniques must be developed and tested in order to further expand

					the current framework.

				
			

		

		Within this framework, was also shown that it can be applied to new acces-

		sible facial motion  capture possibilities. With  a single device such  like the

		iPhone X, one may drive the virtual character and record facial animations

		or even  real-time driven  performances. e  recordings can  then be  used

		in a  range of applications  such as games,  ﬁlms and art  installations.	is

		technique can also be mixed with OSC signals coming  from an outside the

		applications, therefore,  even if there  is a base animation  driving the char-

		acter, it can still contain emergent real-time modiﬁcations from OSC data.

		is possibility is of great value for experiments in which the interaction of

		the viewer must be mixed with a base animation in order to keep a realistic

		and concise interaction feedback

		Figure 29:  The Booth  experience  virtual characters.
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		When looking into the future developments, from the current point of time,

		new volumetric techniques are being created, one in particular, named Vol-

		umetric Video (Collet  et al., 2015), consist  of the photogrammetrical cap-

		ture of a subject  in a frame-by-frame basis,  capturing both tridimensional

		data and	rgb values.  is technique  is getting  increasing attention  for its

		realism compared to virtual mimic of human gestures (Fig. 30).

		I’m suggesting	that  in the  future research,	one should	apply techniques

		of the  framework presented  here to  the production  of a virtual  character

		that is captured via  frame-by-frame photogrammetry, or volumetric  video

		capture. Some works needs also to be invested in obtaining captured move-

		ments from reality and bringing emergent behaviour and engaging interac-

		tions to this sequential capturing technique.

		As  discussed,  the possibility	to  connect the	real-time  character  to out-

		side  applications  via network,	opens  up following	research  in applying

		advanced Artiﬁcial	Intelligence  techniques to  drive the  character’s facial

		reaction.  With the	advance  of Neural	Networks  and Machine	Learning

		applied to  the understanding,	training and  experiment  with human face

		expressions. e  framework that I  have presented in  this thesis can  be of

		
			
					
					great value for researchers, teams and groups that seek  to implement their

					AI systems	into a	realistic  looking  virtual characters	running  in a  real-

				
					
				
					
					Figure 30:  Volumetric  Video capture rig  (Dimension,  2018) and  virtual character	(8i, 2018).

				
			

		

		time engine. is  can be used by a range  of experiments ranging  from AI

		to biofeedback	and physiological	computing.  Both for	scientiﬁc  experi-

		ments as for creative  installations.
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		7. Conclusions

		In this thesis work I	presented a complete framework for creating a virtual

		character based on photogrammetry capturing techniques. I presented sev-

		eral workﬂows  from a capturing  phase, in  which I used  photogrammetry

		technique to capture a real person.

		e processes are taken  to generate tridimensional data and make  it ready

		for a real-time environment,  where the data can be  morphed between dif-

		ferent facial  expressions.	e possibility  of manipulation of  the facial ex-

		pression data  using real-time applications  and techniques  under diﬀerent

		experiments in order to bring a dynamic behaviour to the virtual character

		was also shown.

		e framework was based on accessible hardware and sofware, that can be

		replicated by individuals and small teams, without the need of high budget,

		expensive equipment	and speciﬁc	knowledge of	3D techniques	and sof-

		ware.

		With the  result of  this workﬂow  related to  a data-driven  character in re-

		al-time environment, I  envision that my work opens  possibilities for a full

		range of interactive experiments,  art installations and immersive real-time

		productions. It is  true especially with those that  are based on the  relations

		between the viewer and the virtual being.
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